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Abstract: The changing greenhouse effect caused by natural and anthropogenic causes is explained 
and efforts to model the behavior of the near-surface constituents of the Earth’s land, ocean and 
atmosphere are discussed. The greenhouse warming is influenced by emissions of various 
substances and other aspects of human activity, and the impacts of the warming may again impact 
on the wellbeing of human societies. Thus the physical modeling cannot be carried out without an 
idea of the development of human activities, which is done by scenario analysis. The interactive 
nature of the natural and the human system calls for an extremely complex analysis, in order to 
predict the outcome of various proposed changes in human behavior, including halting those 
activities that most influence the climate and finding workable alternatives, or adapting to the 
climate change. More dramatic proposals call for changing the natural processes in the Earth-
atmosphere system. The limitations to assessing any of these scenarios are set by foreseeable 
computational power in a way that will be explained. 
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I. THE CHANGING GREENHOUSE EFFECT 
 
The greenhouse effect is one of the reasons that the Earth is inhabitable. Greenhouse gases in the 
atmosphere absorb long-wavelength radiation, preventing it from rapidly escaping to space, and 
thereby increase the temperature in the lower part of the atmosphere to the values we are 
accustomed to. Of the incident solar radiation, some 29% is reflected to space as short-wavelength 
radiation, while the remaining 71% eventually escapes as long-wavelength radiation after a possible 
delay caused by the greenhouse gas absorption and emission processes. 
 
Through the history of the Earth, concentrations in the atmosphere of greenhouse gases such as 
water vapor (H2O), carbon dioxide (CO2) and methane (CH4) have changed, for a number of 
reasons. Living plants assimilate CO2 and release oxygen (O2), using energy provided by solar 
radiation to accomplish the process. When the plant dies and decomposes by the help of various 
microorganisms, the CO2 is again released. It is believed that all oxygen in the atmosphere in this 
way has been created by plants, and the Earth’s cover by vegetation is therefore essential for 
determining the CO2 content of the atmosphere, just as the hydrological cycle is for determining the 
amount of H2O. The amount of vegetation has increased over the first five billion years of the 
Earth’s existence, and only thereafter has the atmospheric content of O2 and CO2 been oscillating, 
notably due to the small changes in the Earth’s orbital parameters in its motion around the Sun (that 
also cause ice ages), affecting temperatures and plant growth.  
 
Human societies have substantially influenced plant growth and thus greenhouse gas concentrations 
in the atmosphere, at least from the time where agriculture was introduced, often by burning the 
existing vegetation. This changed the exposure to wind and evaporation, as crops were not covering 
the ground all year, and several of the early fertile areas were by this and by loss of nutrients 
transformed into deserts (from Sahara over Mesopotamia to Rajastan). Human societies further 
derived energy for heat and processes by combustion of wood and later fossil fuels. All of these are 
of plant origin, but with CO2 retention periods of some hundred (trees) to several millions of years 
(coal, oil, natural gas). Therefore the release of CO2 from combustion is time-displaced from the 
original plant assimilation of CO2, implying that the current emission of CO2 is not balanced by any 
contemporary assimilation. 
 
Increased CO2 in the atmosphere causes an increase in temperature, by the mentioned absorption 
and long-wavelength scattering processes in the lower atmosphere. The temperature increase is not 
uniform over the near-surface regions of the Earth, because of complex patterns of air circulation 
and other factors influencing temperature, but it will prevail for some time, due to the extended 
residence time in the atmosphere of excess CO2, as well as of many other greenhouse gases. 
Estimated average temperature variations over the last 5.5 million years are shown in Fig. 1.  
 
Combustion emissions are not the only sources of impacts influencing temperature at the Earth’s 
surface. Changing agricultural and forestry land exploitation patterns have an effect, and so has 
changes induced on natural processes, such as the methane emissions of tundra areas. Livestock 
raising also substantially influence methane emissions, and the sunspot cycles affecting solar 
radiation has a modest oscillatory effect. A considerably larger temperature effect can be induced 
by volcanic eruptions. Large volcanic events like the Toba eruption on Sumatra, some 70 ky BP (ky 
= 1000 years, BP = before present) caused particle content in the atmosphere to increase 
dramatically and retain an elevated content of microparticles for a period of over 10000 years 
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(Sørensen, 2012). Current volcanic eruptions are considerably smaller than the Toba one and only 
cause elevated particle content in the atmosphere for decades, but in all the cases, a drop in 
temperature is noted, due to the reflection of sunlight by the ash particles, which means that less 
radiation is received at the Earth’s surface. The temperature drop caused by the Toba eruption was 
several degrees C and lasted as long as the excess concentration of microparticles. A similar, but 
manmade effect is caused by emission of particulate matter ranging from small aerosols to larger 
soot-like particles from power plants (particularly those using coal), households (using firewood or 
peat), industry, agriculture and vehicles. These emissions have in technically advanced countries 
been curbed by use of electrostatic filters and catalysts to reduce stack emissions of particles and 
thereby diminishing their cooling effect, whereas globally, particle emissions are still significant. It 
was sometimes claimed that the aerosol cooling and the greenhouse gas warming partially cancelled 
each other, but the effect was rather a destabilization of climate patterns, due to the difference in 
distribution of the two types of emission. In any case, contrary to greenhouse emissions, particle 
emission also has severe direct health impacts and therefore must be reduced in any case. 
 
It is remarkable that the climate is as stable as it is, considering the “kicks” that the system receives. 
Climate is defined by averages of important parameters such as temperature, precipitation and soil 
moisture over a period. The period of averaging used by meteorologists to define climate has 
traditionally been taken as 30 years, but due to the pace of changes experienced recently, shorter 
averaging times such as 20 or 10 years are sometimes used, albeit with dangers of getting into the 
region of the unpredictable fluctuations that characterize year-to-year weather patterns. The climate 
of the Earth is not in its lowest-energy state, as this would be for an Earth completely covered with 
ice, reflecting much more solar radiation than at present. Concern has therefore been expressed over 
the possibility that perturbations (such as large volcanic eruptions or the human injection of 
greenhouse gases from burning fossil fuels) could cause the Earth to make a transition from its 
current quasi-stable state to the energetically favorable icy state (Budyko, 1974).  
 
The fact is that we do not know the probability that a large perturbation has for kicking the Earth 
into a state of lower energy. Such events have been shown to be possible even after very long 
periods of occupying an energetically higher quasi-stable state (Lorenz, 1967). The atmospheric 
models available today cannot help answering this question, for the following reason: 
 
The description of the atmosphere starts with the Euler equation for the motion of the air or water, 
which is the version of Newton’s Second Law valid for continuous media (see, e.g. Sørensen, 
2010). To this must be added equations describing other substances present, such as dust and trace 
constituents of the atmosphere, forming a huge set of coupled equations. These cannot be solved, or 
more precisely require computer power many million times above what is available today. One 
therefore divides the variables such as wind speed or temperature into an average value plus a 
deviation from the average value. “Average” could be an average over time or an average over 
space, but the two are to an extent connected (as discussed in what is called the ergodic hypothesis, 
cf. Hinze, 1975). The point is that the averages do not obey any simple scientific equations, because 
there are cross-terms coupling the small-scale and the large-scale motion, leading to the well-known 
example of a butterfly changing the global weather by moving its wings. The small-scale motion is 
turbulent or chaotic, and neglecting it (as one has to because of the available computer power) will 
necessarily with time destroy the predictions made by the large-scale, averaged model. Anyone 
watching weather forecasts on television knows that sometimes the prediction is valid only for a 
few hours and sometimes for several days. For example, stable weather is common in the Denver 
area, with similar rain showers each day at 5 pm, and meteorological weather forecasts are often 
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valid for a week. On the other hand, in Denmark located at the edge of a continent, with the British 
Isles to a degree shielding the influence of the Atlantic Ocean and with complex topology to the 
north and south, it is rare that weather forecasts are valid for even 24 hours. 
 
So why is it that climatologists dare predict temperatures a century into the future? The reason is 
that the seasonal forcing of incoming solar radiation brings the weather back on track, on an annual 
basis. All kinds of anomalities may happen from day to day, chiefly caused by small-scale events 
happening under the threshold that can be seen by the average models, but the overall seasonal 
patterns persist because the forcing takes over control of the system and determine the atmospheric 
circulation in the long run. This is why weather forecasts cannot be trusted but climate models can. 
Actually, Lyapunov (1892) managed to find a way to tell how long a weather forecast based on the 
averaged parameters would stay valid, without having made the (impossible) full solution of the 
Euler equations. This “Lyapunov exponent”, characterizing how quickly states of the atmosphere 
that were initially infinitely close will separate from each other, is by a few television stations in the 
US routinely quoted in weather forecasts. 
 
A climate modeling exercise consists of running a global circulation model with only averaged 
values in the Euler equations and in the equations for constituents of the coupled atmosphere-
hydrosphere-lithosphere system including sources and sinks of greenhouse gases, aerosols and other 
additions to the basic system. Input thus includes emission rates of all the greenhouse gases and all 
the types of particulate matter included in the model, but these cannot be known for times into the 
future. Therefore, another model of the development of human society, at least regarding those 
aspects that lead to emissions of gases and particles relevant for the greenhouse effect, must be 
established, plus perhaps stochastic models for unpredictable natural phenomena. If the result of 
this exercise is unpleasant, ways of reducing emissions may be contemplated and the model run 
again with altered input. Such a bootstrap method would allow determining the emissions that 
would lead to a future with implications within set political objectives. In practice, the “side 
models” necessary for realistically determining the inputs to the circulation models may be even 
more uncertain than the circulation models themselves. 
 
Climate models have not supported Budyko’s fear of a possible transition to an icy world, but since 
they neglect the coupling to small-scale motion, one would not expect them to do so. The question 
remains outside our computational reach. Climate history is also of little help. Our understanding of 
the nuclear processes in the interior of the Sun suggests that the solar radiation received on Earth 
should have slightly increased over the past 5.5 billion years, and yet temperatures on the Earth has 
in periods cooled, with substantial variations although never leading to a completely frozen Earth. 
  
 
 

II. ATMOSPHERIC CIRCULATION MODELS 
 
Early pioneering work in computer modeling of the general circulation were the simple, one-
dimensional atmospheric models of Manabe and Strickler (1964), Manabe and Wetherald (1967) 
and the ocean model of Bryan and Cox (1967). Since then, models have become 3-dimensional, 
with computational grids declining in size from over 250 km �  250 km horizontal by 5-6 levels 
vertically to currently about 25 km �  25 km horizontal with over 1000 vertical levels, and 
comprising a number of special components such as models of cloud and ice formation, biosphere 
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dynamics and the effect of several atmospheric trace gases (IPCC, 2013). The models require input 
of past and future emission of greenhouse gases, particles and of the variations in other natural and 
human activities influencing climate, from volcanic eruptions (that for future times may be taken as 
a stochastically distributed sequence) to land use, agricultural practices and forest exploitation. 
Early models were usually only making two calculations: one for the pre-industrial situation and 
one with doubled CO2 emissions, while recent models typically run a time sequence stretching from 
the pre-industrial time (often taken as 1850) to the end of the 21st century, with different 
assumptions regarding emissions. Thus the sequence of steps is first to input emission scenarios, 
then calculate greenhouse gas concentrations in all compartments, and finally calculate the 
evolution of climate variables for the given concentrations, now being ready for impact 
assessments. The emissions and other phenomena capable of inducing climate change are often 
presented through what is called “radiative forcing”, that is the energy in W m-2 associated with 
each phenomenon, which can then be directly compared with the average solar radiation input 
(1353 W m-2 at the top of the atmosphere). Figure 2 indicate currently identified radiative forcing 
contributions. 
 
Figures 3 and 4 show typical model results for surface temperatures and precipitation, for 2020, 
2055 and 2090, using an emission scenario (called A1B) with high economic growth, population 
stabilization, increased equity between regions, and continued reliance on a mix of energy sources 
comprising both fossil, nuclear and renewable energy. The circulation models keep getting refined, 
but for some time, the changes has been no larger than the differences between models from 
different climate science groups, sometimes using different numerical methods but in any case 
differing in the number of effects taken into account and the way it is done. For instance, the 
incorporation of cloud formation and motion is a very difficult factor to include in a model with 
averaged variables. There may also be differences in numerical accuracy, and generally, using a 
horizontal grid extent of 25 km for the calculation will imply a resolution of no better than 100 km 
for the model output. 
 
The January model surface temperatures of Fig. 3 around 2020 are about 1 � C above the current 
ones, but more at high northern latitudes and with a few areas of cooling, mostly in oceans. These 
are gone by 2055, now with general temperature increases of 2-3 � C, but with over 10 � C warming 
at high northern latitudes. By 2090, further warming appears, particularly for southern latitude land 
areas. For July, the 2020 warming and cooling patterns are more equitably distributed over the 
southern and northern hemisphere, and the high northern latitude warming is not noticeably 
enhanced. This persists for 2055 and 2090, but with an increasingly enhanced warming at high (but 
currently uninhabited) southern latitudes. The 2020 and to an extent 2055 warming is dominated by 
already committed emissions. The precipitation patterns shown in Fig. 4 are considerably more 
complex, with both strong increases and strong declines near Equator. The north-American costal 
zones get more precipitation in January, but the July patterns have both increased and declined 
values in North America as well as in Europe. Generally, the changes are larger in January than in 
July, except for a narrow band of strong changes year-round at the Equator. 
 
The complete three-dimensional outcomes of the climate models give additional possibility for 
comparison with the growing amount of observed data obtained e.g. from satellite and deep-sea 
measurements. Figs. 5 and 6 gives examples of the types of data models should be able to 
reproduce, for the atmosphere (zonal winds, dominated by the strong jet-streams at 10-12 km 
heights in Fig. 5, and ocean temperatures and salinities peaking near the surface at about 30�  N or S 
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in Fig. 6). Such data have been very useful in the fine-tuning of the climate models that has taken 
place in the recent decade (IPCC, 2013).  
 
A topic that has drawn much attention recently is that of extreme events, such as floods, draughts, 
storms, heat waves or cold spells. These may be influenced by global warming, presumably in 
contrast to “natural” extreme events such as earthquakes, tsunamis and volcanic eruptions. The 
question is if any of the extreme events can be modeled by the available large-scale averaged 
climate models. Clearly, they cannot be predicted much ahead of time (for the reasons limiting 
weather forecasts), but they may appear in the model results with a stochastic distribution 
resembling the one observed. Attempts to extract and analyze information on the occurrence of high 
winds, high precipitation, low moisture, and high or low temperatures from climate model output 
have been made for present and future situations (Sørensen, 2011, Sillmann et al., 2013), and 
examples will be further discussed below in section IV. 
 
 
 

III. EMISSION SCENARIOS 
 
While the early calculations of global warming only considered a doubling and sometimes a 
quadrupling of greenhouse gas emissions, the need for for more comprehensive scenarios of future 
societies in regard to activities that might affect climate caused the Intergovernmental Panel on 
Climate Change (IPCC) to commission a study of emission scenarios. This study was not part of the 
scientific literature review but a separate commission to the private research organization IIASA 
(originally formed by the governments of the Soviet Union and the US to promote nuclear energy). 
The study came in time for the 2001 IPCC third assessment and the scenarios were primarily based 
on those requested from the utility industries plus very modest selections of studies from the 
scientific community. This strongly influenced the scenarios because they were treated statistically 
and the ones departing from conventional views therefore marginalized. A positive trait of the study 
is that the final scenarios are each accompanied by a storyline outlining the type of societies around 
the world that would lead to a given level of emissions (Nakicenovic and Swart, 2000). The choice 
of a private organization for the scenarios was met with criticism, and the IPCC declared that for the 
fifth assessment (IPCC2013), emission scenarios would be taken from conventional research 
articles. This turned out not to make much difference, because scenarios tailored to the IPCC was 
soon created by just one research group and published outside the IPCC (Moss et al., 2010; van 
Vuuren et al., 2011a). The proposed four scenarios are tailored to have radiative forcings of 2.6, 
4.5, 6 and 8.5 W m-1, spanning a larger interval of emissions than the 2000 scenarios. For each of 
the four scenarios, called “representative pathways”, a model of sectorial activities leading to 
emissions given by the prescribed radiative forcings was made or adapted from previous work, by 
four different subgroups. For example, the lowest emission scenario was made by van Vuuren et al. 
(2011b). It assumes total energy use lower than a business as usual scenario, and uses 
predominantly coal and oil with carbon sequestration (attributed a low price that is not a generally 
accepted projection for this future technology), plus increasing amounts of nuclear energy at the end 
of the 21st century. Like the other scenarios, except the 8.5 W m-1 scenario, world population is 
stabilizing at about 9 billion, which some researchers consider wishfull thinking by the UN 
population unit, who is responsible for this estimate. 
 
A description of the social makeup of the scenario worlds, as at least sketched in the 2000 
scenarios, is largely absent in the 2010 scenarios, as well as a formulation of the political actions 
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needed to achieve each scenario. Reference is only made to the growth of the gross national 
product, a largely irrelevant indicator, because it measures all economic activities whether their 
impact is positive or negative. More pollution or empty financial circular transfers of money count 
as much as growth in quantities leading to human welfare (Sørensen, 2016). This belief in the 
perpetual validity of a particular economic paradigm as a basis for all future studies, such as here 
scenarios for greenhouse emissions, invalidates the claim that the scenarios presented represent the 
full width of futures that significant portions of the world population may find attractive. 
 
One may approach the problem in a more practical way by noting that the IPCC sequence of 
calculations needs to be reversed: instead of calculating the greenhouse warming from a given 
emission scenario, it would be preferable to be able to calculate the emission level that would 
ensure that greenhouse warming stays below a given level, such as the 2 � C widely discussed. There 
are currently so many calculations having been performed by models of similar complexity that one 
can learn from the results what emission input that will create a given temperature warming output. 
This can be done by neural network techniques or by simple interpolation, as e.g. realized by 
Matthews (2008). Using such a model, Fig. 7 show the emissions that will lead to a certain 
warming, and Fig. 8 shows how the allowed emissions would be distributed over regions of 
currently different development stage, for the case of 1.5 � C global average warming, believed to be 
“safe” in the sense of not leading to serious disruptions of the functionality of regional societies. 
 
 
 
 

IV.    SOCIO-ECONOMIC EFFECTS OF GLOBAL WARMING 
 
A number of impacts have been identified as caused by the climate changes associated with 
enhanced greenhouse gas emissions. Important ones relate to food production, forestry, extreme 
events, vector-borne and direct temperature related disease, and ecosystem change, and most of 
these have a negative social and economic character. Yields of agriculture, fisheries and forestry 
will decrease without adaptation, e.g. by crop choice. Draughts and floods and storms will become 
more frequent, and vector-borne diseases such as malaria will occur in new areas. The largest 
impact will be from direct contributions of temperature to death rates (Sørensen, 2011). This impact 
has in the IPCC assessments before the fifth occupied a very small place, because only deaths 
concretely attributed to heat waves or extreme frost were considered. In fact, temperature is most 
often only a partial cause of death, maybe contributing only a few percent and therefore not 
mentioned in death certificates, despite being clearly above statistical uncertainly, according to 
evidence such as the one shown in Fig. 9. Global warming causes additional heat deaths and 
reduced cold deaths, but unevenly distributed over the Earth, as shown in Fig. 10. The lives lost and 
those saved cannot be averaged out, notably because the lost lives are in the regions contributing the 
least to the greenhouse warming (Sørensen, 2011).  
 
 
 

V. MITIGATION OPTIONS 
 
The obvious actions that will mitigate the negative effects of greenhouse warming is to speed up 
the transition away from fossil fuels and to stop deforestation (IPCC, 2014a; 2014b). Of these, 
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use of wind and solar energy has very low negative impacts of any kind, while nuclear energy 
and biofuels, although reducing greenhouse gas emissions, have other negative impacts of 
concern. Those hoping to be able to continue to use fossil fuels have suggested capturing CO2 
either from flue gases of combustion or by transformation before combution, such as transfering 
the energy of the fossil fuels to hydrogen for use in turbines or fuel cells. The problem is partly 
reduced efficiency and partly the large amounts of sequestered CO2 that has to be disposed of. 
Currently, injection in disused mines or offshore oil field appear to be an option, but due to the 
huge volume of CO2 involved, ocean floor disposal seems the only long-term solution (see 
Figure 11). The latter solution is currently unproven and may involve risks and environmental 
impacts. 
 
 

 
VI. ADAPTATION AND INTERFERENCE 

 
Adaptation to climate change can be pursued in several ways, including building higher dams, 
shifting agriculture to new crops, improving building shells to make more effective screening out of 
the outside weather components, or relocate people away from areas most prone to flooding or 
draught. The indicator for selecting adaption strategies should of course be partly an economic 
assessment of adaptation cost compared to mitigation cost, and partly an assessment of the social 
impacts from the two types of addressing the problems. An extreme example of adaptation is the 
suggestion of direct interference with the mechanisms of climate formation, e.g. by spreading soot 
over high-latitude ice-covered areas if increased warming were desirable, injecting particles of 
suitable dimensions into the atmosphere for increased cooling, or installing of highly reflecting 
surfaces to increase reflection back into space and thereby reduce warming. The latter is difficult 
because white-painted city domes will also entail increased need for (energy consuming) articificial 
lighting and white-painted rural areas would not be productive (or attractive if they were 
recreational areas).  
 
 

 
VII. AWARENESS CREATION 

 
The need for increasing climate awareness among citizens and decision-makers is mentioned in the 
recent IPCC reports from Work Goups II and III. The original set-up of IPCC was to establish a 
scientific body charged with reviewing and assessing published scientific literature on climate 
issues, summarize the most important literature sources and in a separate publication make 
recommendations to policy makers. Instrumental in this set-up was Bert Bolin and John Houghton, 
who insisted that the members of the assessment groups should be selected on scientific merits and 
not appointed by member governments, as is the usual practice of UN organizations. They got this 
requirement accepted by establishing IPCC not within any of the UN branches, but between the two 
organizations WMO (World Meteorological Organization) and UNEP (UN Environmental 
Programme). This is likely the main reason for IPCC’s success in providing unbiased information 
of the threat of climate change, to governments and to the world population, and also the reason for 
receiving the Nobel Peace Price in 2007. However, at the third assessment round the climate-sceptic 
UN member states succeded in changing the procedures to the usual appointment by national 



 10

governments, causing Bolin to resign in protest. The work of the IPCC has in consequence lost part 
of its importance, as evidenced by the debate over whether it should at all be continued (Hulme et 
al., 2010). However, the climate issues has not lost any importance, today where the first impacts of 
warming have become evident and where governments therefore have had to take the problems 
seriously. 
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Figure 1. Variations in temperature derived from benthic data, averaged over several locations, over 
a period of 5.5 million years (based on public domain data described in Lisieki and Raymo, 2005). 
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Figure 2. Development of radiative forcing components (W m-2) over the 21st century, according to 
the emission scenario A1B as used in the 2007 fourth IPCC assessment. The 2011 values given in 
the fifth assessment (IPCC, 2013) follows the trends except that the aerosol forcing is reduced to 0.3 
W m-2, but with an uncertainty increased to � 0.5 W m-2 (standard deviation). (data from IPCC, 
2007; Sørensen, 2011). 
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Figure 3. Temperature differences (� C) from pre-industrial level to 20-y intervals centered at 2020, 
2055 and 2090 (IPCC Data Distribution Center, 2010; based on the model of Hasumi and Emori, 
2004 and A1B emission scenario). a: January, b: July. 
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Figure 4. Precipitation differences (kg m2 s-1) from pre-industrial level to 20-y intervals centered at 
2020, 2055 and 2090 (IPCC Data Distribution Center, 2010; based on the model of Hasumi and 
Emori, 2004 and A1B emission scenario). a: January, b: July, c: scale used. 
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Figure 5. Observed average winds (m s-1) at longitude zero, as function of latitude and pressure, 
representing height, 100 mb corresponds to about 15 km; 1 mb = 100 Pa. (based on data from 
NOAA, 1998). a: January, c: July. 
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Figure 6. Observed annual average ocean temperature (� C, a) and salinity (salt fraction by mass, b) 
at latitude 30 � W (Atlantic Ocean) based on data from Levitus and Boyer (1994). 
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Figure 7. The world-average per-capita greenhouse gas CO2-equivalent emissions that will lead to a 
specific warming between 1.0 and 2.5 � C, relative to the year-2000 level (Sørensen, 2008). 
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Figure 8. Permitted regional per-capita CO2-equivalent emissions if stabilization at 1.5 � C warming 
relative to the year-2000 level is decided (Sørensen, 2008). a: current high-emission regions, b: 
current low-emission regions. 
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Figure 9. Relation between mortality and daily maximum temperatures in the 1-2 weeks preceding 
death, based on data for selected European (WHO, 2004) and Spanish (Diaz and Santiago, 2003) 
locations. The overall U-shaped curve is found in all studies of this kind, with translational shifts 
indicating historical adaptation (Sørensen, 2011). 
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Figure 10. Estimated annual mortality change per grid cell (1.1�  �  1.1� ) caused by temperature 
increases from pre-industrial times to around 2055 (Sørensen, 2011). The top panel shows areas 
with mortality reduction, the lower panel those with rise, totals being 2.2 and 1.6 million deaths per 
year. Based on A1B emission scenario and the Hasumi and Emori (2004) climate model. 
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Figure 11. Overview of methods for CO2 disposal in oceans (IPCC, 2007; Rubin et al., 2007; 
Sørensen, 2011). 
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